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CONCEPTUAL HODEL of Earth System process operating on timescales of decades to centuries
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The Earth System




Global Climate Models

. NCAR/DOE Climate Model
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Atmospheric Chemistry

PCM - Transient CO2 Experiment

01/2000 Average = -0.06C



Future Climate Models
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Wildfires




Space Weather




Where We Do It

Boulder, Colorado, among other places...



TR

In the beginning...
People came to our mountain
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Beginnings, and building a
new Vislab...

S—

In 2001



Vislab Build



Building a New Vislab

2001



Vislab Build



Vislab Build
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And Collaboration Facility

(Board of Trustees)
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FY 2002 NCAR Director’'s Opportunity Fund=

NCAR AUEiGi

" Establishing NCAR as the Virtual Center for Earth Science on the
Access Grid9

" Principal Investigators: Don Middleton (Coordinating) & Jeff Bopte,
{Technical) NCAR/SCDH

" Project Summary

SCD is in the final stages of building its new Visualization Lab, a state-of-the-art facility
that combines visual supercomputing with the AccessGrid (AG) collaboration
environment (htp:swww-ipnes anl govifl'accessorid’). The AG is a persistent, group-
to-group collaboration infrastructure that is rapidly becoming adopted globally at
universities, research centers, and in corporations. One can think of it as a “human scale™
collaboration environment that effectivelv allows distributed groups of people to see.
hear, and interact with each other while jointly experiencing electronically mediated
presentations and, ultimately, applications (e.g. live data exploration). The AG operates
over the broadband networks that connect us, such as Abilene for the universities, and
ESnet for the DOE centers. With display surfaces ranging from a 3 to 10 meters wide, the
“sense of presence” 18 strong. Live audio, video, and PowerPoint make the experience
personal and information-rich. The images below show an AG at Ohio State along with a
screen capiure taken at Argonne National Labs. <







Global Science & Technology
Week 2002



Acquire a Lot of Them

said our Director
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Societal-Environmental
Research and Education
Laboratory
(SERE)

ASP

ISSE

Earth
Observing
Laboratory

(EOL)

ATD

Earth and Sun
Systems
Laboratory
(ESSL)

ACD

CGD

TIMES

HAO

MMM

Computational and
Information Sciences

Laboratory
(CISL)

SCD

IMAGe

Research
Applications
Laboratory

(RAL)

RAP

*

DTC

University Collaborations and New Programs

[ ] New Institutes

ISSE - Institute for the Study of Society and Environment
TIMES - The Institute for Multidisciplinary Earth Studies
IMAGe - Institute for Math in Geosciences

Institutional AG Deployment

2004

* DTC - Developmental Testbed Center




Building
the

Community Climate System

Model

On the Grid




CCSM on the AG



Building the Climate
DataGrid

On the Grid




The Earth System Grid

LBNL: Climate storage
facility

N

LLNL: Model diagnostics
& inter-comparison

ANL: Computational grids,| &
| & grid-based applications @&

USCI/ISI: Computational grids,
& grid-based applications

NCAR: Climate change LANL: High-resolution ocean

. ORNL: Climate storage &
predication and scenarios models & computing g

computational resources

http://www.earthsystemgrid.org



“2\ Earth System Grid

ESG: An Operational DataGrid for Climate Research
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Earth System Grid

: 4, > @ |@ | A A E| E A https:/ fwww.earthsystemgrid.org/

WeatherTravel »

F)

[0 Appler Cycling DataVisv Eventsv XTechw M-edia' NCAR~* MNews~v Personal~
Earth System Gr'd

AT 28

Reqgistration is required to download some of
the data, please request an account. Please
send us comments or feadback.

New: IPCC Working Group 1 data available.

The NCAR MSS is scheduled for downtime each
Sunday morning from 0000-0230 MST.

The NERSC HPSS is scheduled for maintenance
downtime from 7-12 PST every Tuesday
marning.

The DRMNL HPSS is scheduled for downtime
every other Wednesday morning from 8-12
EST. NOTE: data download from ORNL HPS5
has been temporarily disabled

Updated: Tue Jan 11 14:10:01 2005 MDT
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(Explanation of current status)

wWeb Portal software version 3.0
© 2004, UCAR. All rights reserved.

ESG Current Status '

search Dataset metadata for:
[ search

Examples: c02, B06.77

Browse Dataset Catalogs

@; CSM (Community Climate System

@7"1 M (Parallel Climate Mode

=1

Login Status: Not logged ir

Model)

Welcome to ESG

The Earth System Grid (ESG) integrates
supercomputers with large-scale data and analysis
servers located at numerous national labs and
research centers to create a powerful environment
for next generation climate research. This portal is
the primary point of entry into the ESG.

ESG Collaborators

Argonne National Laboratory

nce Berkeley National Laboratory
awrence Livermore National Laboratory

os Alamos Mational Laboratory

Mational Center for Atmospheric Research
Oak Ridge National Laboratory

University of Southern California/Information
Sciences Institute

® 8 % & 8 8 W
*]

Funded by the U.5. Department of Energy

Problem using site?

-

Contact ESG

e



ESG Meetings




ESG Metrics

e Two portals: US Climate Models and the
Intergovernmental Panel on Climate Change (IPCC)

e CCSM/PCM Site: 620 registrations, §00 approvals,
578 datasets, 350K files, 50TB of data, 1.5TB’s
downloaded

e [PCC Site: 293 registrations, 44.3K files,18.7TB of
data, 24.1TB downloaded

e Approx. Totals: oo registrations, 70TB of data,
400K files, 4 data sites, 26 1B downloaded, in 6-9
months of operation



Building
the

Next (Generation of Scientists
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On the Grid




SOARS Proteges 2004

Significant Opportunities in the
Atmospheric & Related Sciences



SCD News = Feature: 22 July 2004

SOARS goes high-tech with SCD

AccessGrid allows protéeés in Boulder, Oklahoma, and Puerto Rico o meet with each other — virtually

Amber Revnolds, live from
Oklahoma, presents
preliminary research results
to her peers in Boulder over
the AccessGrid on 22 July
2004

Arzel Drevon, leg in a cast,
gives a talk on his research
methodoloev to SOARS

Tl‘liﬁ summer, SCD helped two students in the Significant Opportunities in Atmospheric Research

and Science (SOARS) program give face-to-face presentations to their peers and mentors — even
though they were thousands of miles away.

Three days before SOARS protégé Atzel Drevon was set to tly to Boulder from Puerto Rico, he broke
his leg. After undergoing surgery. he received doctor's orders not to travel for six weeks. Meanwhile,
Amber Reynolds, a third-year SOARS protégé, was gaining valuable experience working offsite at the
National Severe Storms Laboratory in Norman, Oklahoma.

But through the magic of the AccessGrid, both were able to attend the 24 June 2004 SOARS seminar
in which protégés detended their summer research proposals.

Darin Oman, a Visualization Lab operator in SCD's Visualization and Enabling Technologies Section
(VETS). spent hours on the phone with each of them, setting them up for a virtual meeting over the
AccessGrd. The AccessGrid uses multucast technology to allow people in different locations to see,
hear, and speak to each other in real time.

"Atzel was already technically enabled.” says SOARS director Raj Pandya. "He had a SWIKI
[collaborative web technology]. a webcam, the ability to do conference calls. Nevertheless, 1t wasn't an
easy thing to arrange — I'm guessing that not a lot of people are trying to connect to the Grid from
their home laptops. Darin had to find a way to make the data feed work. He discovered a software
package from that worked over a cable modem: he researched mikes, picked them up at the store, and
mailed them out — he did an amazing job."

At the June seminar, Atzel and Amber were able to defend their proposals, listen to presentations, and
participate in Q& A with the other protéeés — and Atzel even showed oft his cast.



linary Results - June 10, 2003

SOARS protécé Amber
Revnolds, speaking live
trom Oklahoma, explains
the preliminary results of
her research at the National
Severe Storms Laboratory
to the SOARS audience in
Boulder on 22 Tuly 2004,
The AccessGrid makes it
possible for people at
different locations to see,
hear, and speak with each
other using multicast
technology.

Photo: Lynda Lester, MCAR/SCD
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SOARS protéeé Atzel Drevon
presents the methodology and
preliminary results of his summer
research to SOARS protégés at a
seminar on 22 July 2004, 5CD's
Darin Oman, rear, monitors the
AccessGrd.

Photo: Lynda Lester, MCARSSCD




And Building Community

Along the way



HOWARD

UNIVERSITY

WELCOME CEMTEE | CALEMDARS | DIEECTORIES | 5ITE MAF | CONTACTS

Enrollment
.f-‘.ﬂn‘nlsslcr‘, Eeglstration, Financial Ald, Records ...

Academics

Coursesh\Classes, Schools & Colleges, ...
Administration

Adminlstrative CITTICEE, Support Unilts, ...
Research

Library System
Indexes! Fulltext Article SOUrces. C‘atalcu,.

Computing & Technology
Help Decks, Elackboard, Virus Alerts, ...

Howard Life
Student Affairs, ArtfHoward, Athletics, ...

Medical Center
Middle School of Math & Science

Make & GIt Onlineg »

BisonWeb

N = Summer & Fall 200% Schedule of Courses
‘ B | = Request Transcripts Online
= Check Student Financlal Walldation Status

Howard University

Q) imformationfor:

"E E"E"T .

Howard First College to
Receive NAB's Spirit of
Broadcasting Award

= President and Provost
Y| Join in Faculty Awards

Presentation
Thursday, April 28
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Howard University



Desert Research Center (DRI)



E UCAR C‘m unications

B | i

UCAR | NCAR | UOP HOME

University Corporation for Atmospheric Research = National Center for Atmospheric Research « UCAR Office of Programs

el UCAR Quarterly

How to subscribe

Calendar
A Face time across the miles
nnouncements
Past issues Virtual meetings come of age with Access Grid, improved
webcasts
Feedback

f by Bob Henson
More community
news If you couldn’t make it to Boulder for the seminar by Howard Bluestein
(University of Oklahoma) on 17 November—or if you live in Boulder, but
you missed 1t—all 1s not lost. Bluestein’s talk on mobile Doppler radars
and tornadoes 1s one of several NCAR seminars now available through
archived webcasts.

A contluence of bandwidth and better software has brought the promise of
virtual scientific interaction down to earth. Jerky videos and fuzzy
PowerPoint slides are giving way to smoothly coordinated audiovisual
fare. The steady growth of the Access Grid 1s allowing several UCAR
members to collaborate in multi-site meetings that are truly interactive.

Seminars on line

Atthe UCAR members meeting last October, the attendees asked NCAR
to explore collaboration options through Access Grid and video
conferencing techniques and by webcasting its many seminars. Now, with
a high-priority mandate and support from NCAR director Tim Killeen,
these technologies are proliferating.

When a coeminar ie chneen for weheacting  the eneaker 1e videntaned and



And other mountains...

Morth is stroight up



VSTO: The Virtual

Solar-Terrestrial Observatory

e VSTO is a collaborative project among

e NCAR’s High Altitude Observatory
e NCAR’s Scientific Computing Division
e Stanford’s Knowledge Systems Lab
e VSTO is funded by a grant from the National

Science Foundation, Computer and Information
Science and Engineering (CISE) in the Shared
Cyberinfrastructure (SCI) division.



VSTO

The prototype Virtual Solar-Terrestrial Observatory (VSTO) is a
distributed, scalable education and research environment for
searching, integrating, and analyzing observational, experimental
and model databases in fields of solar, solar-terrestrial and space

bhysics.

e Next generation data system aimed at
integrating a dozen or so current generation

ones

e Formal incorporation of knowledge/semantics:
ontologies, reasoning engines



NATIONAL GENTER
ATMOSPHERIC RESEARCH

RESEARCH AVIATION FACILITY

NCAR Research Aviation Facility



HIAPER Flyby

Jeffco Airport
3-11-05

A New Arrival



HIAPER

High-performance Instrumented Airborne Platform for Environmental Research



Future AG Environment for
Aircraft and Field Programs

File Edit Displays Data Help
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Courtesy of Mike Daniels, NCAR’s Earth Observing Lab



Challenges

e Spontaneity

e Multicast, Firewalls

“I was trying to use our AG yesterday
e Complexity and ease-of-use «ndfoundout that all AG
administrators are participating in.

. the AG Retreat in San Francisco. As a
e Integration of Tools of Prac |

e Whiteboards, visualizatio
e Deployment for more collaborative projects

e Funding!



Success?
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